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Abstract: Information security risk management and its connection to incident handling play a crucial 
role in today's digital landscape, where threats to data integrity and confidentiality are widespread. This 
study explores the importance of information security risk management and its relationship with 
incident handling to enhance understanding and awareness in the field. Initially, existing literature on 
information security risk management and incident handling was reviewed to identify research gaps. 
The findings revealed that comprehensive risk assessments, evaluations of an organization’s current 
security posture, and the deployment of advanced security technologies are key steps for building an 
effective information security risk management system. However, several challenges hinder successful 
implementation, such as organizational resistance to change, limited resources, lack of expertise, and 
regulatory compliance complexities. By examining how businesses handle information security 
incidents, this study offers valuable insights into integrating risk management with incident response. 
Beyond contributing to academic research, this work provides practical recommendations for 
organizations looking to bolster their information security in an ever-evolving environment. 
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1. Introduction  

In an increasingly digitized world, the protection of sensitive information has emerged as a 
paramount concern for organizations across all sectors. The escalating frequency and sophistication of 
cyber threats have underscored the critical need for robust information security risk management and 
effective incident handling. These two components are integral to safeguarding data integrity, 
confidentiality, and availability, yet their integration remains a challenge for many organizations. 
Despite widespread recognition of their importance, gaps persist in both academic understanding and 
practical implementation, particularly in aligning risk management strategies with incident response 
capabilities. 

This study addresses these gaps by exploring the interplay between information security risk 
management and incident handling. Drawing on a comprehensive review of existing literature, the 
research identifies key areas requiring further investigation and employs Saunders' Research Onion 
model to guide its methodology. Adopting an interpretive research philosophy and an inductive 
approach, the study utilizes semi-structured interviews with nine security managers to gather 
qualitative data, which is then analyzed thematically. The findings reveal that effective information 
security risk management hinges on comprehensive risk assessments, evaluations of organizational 
security postures, and the deployment of advanced security technologies. However, significant 
challenges, including organizational resistance to change, resource limitations, expertise shortages, and 
regulatory complexities, often impede successful implementation. 

By examining how organizations manage information security incidents, this research provides 
valuable insights into the integration of risk management and incident response frameworks. Beyond its 
academic contributions, the study offers practical recommendations for organizations seeking to 
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enhance their information security resilience in the face of evolving threats. This work thus bridges the 
gap between theory and practice, providing a strategic framework that can inform both future research 
and organizational decision-making in the dynamic field of information security. 
 

2. Literature Review 
Businesses worldwide are increasingly recognizing the benefits of digitalization, as noted by Kraus, 

et al. [1]. However, despite its numerous advantages, digitalization also introduces significant risks, 
particularly the heightened threat of cyberattacks for companies adopting these technologies [2]. A 
"cyber-attack" is defined as an attempt to damage, disrupt, or gain unauthorized access to a device, 
computer system, or electronic communication channel. The primary motivation behind these attacks is 
often the theft of sensitive corporate information. The financial services sector is notably vulnerable, 
accounting for 96% of all hacker attacks [3]. To mitigate the impact of cyber threats, Information 
Security Risk Management (ISRM) is commonly employed. ISRM focuses on securing information in 
terms of privacy, reliability, and accessibility. Despite these efforts, the frequency of attacks on 
businesses and online services continues to rise [4]. New types of cyber threats reveal the inadequacy of 
current static risk management approaches, which typically only update periodically, a few times a year 
[5]. Risk management is fundamentally about estimating potential harm and risks. The International 
Organization for Standardization defines risk as the "effect of uncertainty on objectives," encompassing 
unauthorized use, disruption, modification, or destruction of information. While traditional data-driven 
risk assessments were effective when fewer devices were internet-connected, they are less suitable in 
today's rapidly changing environment [6]. Experts recommend that the information security risk 
management process should evolve into a more dynamic system, where actions are continuously 
adjusted to meet new organizational and social challenges [7]. Addressing these challenges requires not 
only solving social issues but also tackling technical aspects of information security, as highlighted by 
Lapke and Dhillon [8]. A holistic approach that integrates both technical and social dimensions is 
essential for managing cyber threats effectively, as suggested by. The term "social" refers to human-
related risks that consider user behavior, while "technical" pertains to technological risks that exclude 
user behavior [9]. In this context, "static" denotes a fixed state, whereas "dynamic" implies an ongoing 
response to changes [10]. Initially focused on the financial sector, a dynamic risk management model 
can be adapted for any organization seeking to regularly assess risks, set priorities, and decide on 
protective measures. This model will be developed using Design Science Research Campbell, et al. [11] 
a methodology aimed at creating and validating innovative solutions for complex problems. Despite the 
current emphasis on either technological or social aspects of cyber threat prevention, there is a notable 
lack of literature on dynamic risk management. Related research explores the works of various scholars, 
including [12-14]. Highlighting the need for a combined social and technological approach to adaptive 
risk management in combating cybercrime. 
 
2.1. Information Security Risk Management 

The International Organization for Standardization (ISO) defines risk as the "effect of uncertainty 
on objectives" and describes risk management as "coordinated activities to direct and control an 
organization with regard to risk." The risk management process involves systematically applying 
management policies, procedures, and practices to activities such as communication, consultation, 
context establishment, and risk identification, analysis, evaluation, treatment, monitoring, and review. 
In the context of information security, Information Security Risk Management (ISRM) encompasses 
handling all risks related to data usage in digital environments. This process focuses on maintaining 
integrity, availability, and security of information while managing threats that could compromise 
information security. The primary goal is to align risk management efforts with the organization's 
overall risk tolerance. The ISO standard provides guidelines for conducting risk assessments, managing 
and accepting risks, reporting and managing risks, and performing risk reviews to protect information 
assets. According to Lapke and Dhillon [8] the three main components of ISRM are risk assessment, 
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mitigation strategies, and evaluation. These elements are essential for managing and reducing risks to 
an acceptable level, ensuring the organization's information security aligns with its risk management 
objectives. The literature highlights the challenges of current ISRM standards, which often rely on 
static principles that may not adequately address the dynamic nature of modern cyber threats [5, 7, 15]. 
Experts recommend adopting a more dynamic and emergent approach to risk management, integrating 
both technical and social aspects to effectively manage cyber threats [16]. 

 
2.2. Potential Issues and Obstacles in Applying Current ISRM Standards 

The current suite of Information Security Risk Management (ISRM) standards aims to standardize 
the management of information security across various forms. These standards significantly contribute 
to an organization's ISRM processes, as noted by Al Harthi [17]. Despite the availability of numerous 
risk management standards and recommendations, organizations often face confusion regarding which 
ones to implement [18, 19]. This confusion has prompted scholars to compare and analyze existing 
ISRM techniques, as there is limited guidance on selecting the most appropriate one [17], [18]. 
Researchers hope that sharing their findings will assist businesses in selecting and utilizing an effective 
ISRM strategy. For example, Montesino and Fenz [20] and Montesino and Fenz [21] examined and 
contrasted several ISRM approaches and proposed a basic technique for assessing information security 
risks. Similarly, Bagheri [18] evaluated various ISRM strategies based on factors such as cost, scope, 
availability of implementation information, execution complexity, and required skills. They also 
proposed a methodology for businesses to choose the best ISRM strategy. Despite improvements in 
ISRM practices due to standards and recommendations, organizations encounter challenges when 
adopting an ISRM standard [22]. One significant challenge is the need for specialized knowledge and 
resources to implement ISRM standards effectively [23]. Consequently, the creators of these standards 
have designed a more formal and sophisticated implementation method, which can be particularly 
difficult for organizations lacking an ISRM system and with limited resources and knowledge. 
Christiansson and Hudson [23] conducted three comprehensive case studies of organizations 
purportedly compliant with best-practice information security standards to gain insights into their risk 
assessment processes. The study found that instead of performing the detailed evaluations required by 
the standards, the organizations adopted a more casual and straightforward approach. These findings 
align with those of Von Solms, et al. [24] and Wright [25] regarding the motivation to adopt 
standards. Siponen [26] and Siponen and Willison [27] noted that the mere existence of ISRM 
procedures is sufficient for standards compliance, without regulating the level of detail. Furthermore it 
is highlighted that some organizations view compliance as an end in itself rather than a means to 
enhance security measures. According to Tanriverdi [28] this leads to a compliance culture where 
individuals focus more on meeting organizational policies and standards than on actively improving 
security. The lack of consensus on terminology and meanings in ISRM literature can lead to 
misunderstandings and affect implementation. Different terms are used to describe similar processes, 
such as "risk assessment," which encompasses identifying, analyzing, and evaluating risks. This process 
can be broken down into more manageable components, including identifying threat sources, events, 
vulnerabilities, and predisposing conditions, and determining likelihood, impact, and risk. Brackney and 
Anderson [29] use the term "risk analysis" to encompass analyzing and assessing risks. Various terms 
are used to describe the process of rating hazards based on their impact and likelihood. Some sources use 
"assess risk," while others use "evaluate risk" [30, 31]. Additionally, the terms "response," "treat," and 
"mitigate" are used interchangeably to describe actions taken to reduce risks to a manageable level. The 
use of varying and contradictory language and semantics in current ISRM materials can confuse 
organizations and impact the guidance provided by standards and guidelines. 
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3. From Detection to Response: Strengthening Cybersecurity Through Effective 
Incident Handling 

Cybersecurity incident response is an ongoing critical function for companies dealing with security 
threats. According to Van der Kleij, et al. [32] and Detection and Modeling [33] incident response 
encompasses preparation, detection, containment, investigation, recovery, and post-incident learning. 
Effective incident response requires organizations to develop robust response capabilities; without these, 
companies face significant risks, including potential operational shutdowns. Recent research highlights 
the severe financial impact of security breaches, with large enterprises experiencing an average global 
cost of $1.23 million and small to medium-sized businesses (SMBs) facing $120,000 in damages[34, 35]. 
This represents a notable increase of over 25% compared to figures from 2017. 

Establishing a comprehensive incident response capability involves substantial effort, including 
communication with both internal and external stakeholders, developing policies and procedures, 
defining roles and responsibilities within the incident handling team, and implementing effective tools 
and services. Monitoring and measuring the maturity of the incident response process is crucial for its 
success. 

Incident response is a vital component of information security management [36, 37].  This 
encompasses organizational processes for preventing, detecting, containing, mitigating, recovering 
from, and learning from incidents [22]. The objective is to minimize the impact of security incidents on 
systems and business operations. The increasing frequency and severity of information security events 
have heightened interest in incident response from both academic and practitioner perspectives. 
Researchers focus on enhancing organizational readiness and responsiveness to security breaches. 
International standards and guidelines, such as those from SANS, ISO/IEC 27035, and NIST SP 800-
61, offer valuable frameworks for preparing and managing security incidents. 

Recent literature explores various facets of the incident response cycle. For instance, studies have 
examined incident planning, preparation, and the integration of lessons learned into broader 
information security management practices. Additionally, research has investigated the structure, roles, 
effectiveness, and challenges faced by incident response teams. This paper will review and discuss the 
latest literature on incident response management and its implications. 
 

4. Preparing for Effective Cybersecurity 
 Ezingeard and Bowen-Schrire [38] emphasize that the preparation and planning phase is critical 

for organizations to respond quickly and effectively to security incidents. During this phase, 
organizations develop an Information Security Incident Response (ISIR) strategy, secure executive 
support, design an ISIR management system, and update risk assessments and security policies as 
needed. Several sources, including [18, 39, 40]. Highlight that creating an Incident Security Incident 
Response Team (ISIRT) and conducting training and awareness sessions are also integral to this phase. 
Bagheri [18] note that setting up a comprehensive information security program involves developing 
security policies, implementing security measures, and conducting education and awareness activities. 

Despite the recommendations from standards like ISO/IEC 27035, Jeong, et al. [40] found that 
many organizations lack adequate planning for ISIRs. A survey of 19 participants from six different 
companies revealed that these companies either lack an ISIR strategy or have an insufficient plan. This 
finding aligns with earlier research by Tanriverdi [28] which reported that many organizations fail to 
engage in adequate incident preparedness. Both academic and practitioner literature support the need 
for incident planning and preparation, yet actual implementation remains sparse, possibly due to a lack 
of practical guidance and a technical focus on the process [28]. 

The second phase of incident management, as outlined by Methods and tools for the development 
[41] involves responding to security incidents. This phase begins when a security event occurs and 
includes activities such as detecting, containing, eliminating, and recovering from the incident. These 
procedures are predominantly technical in nature. 
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The follow-up phase, described by Shinde and Kulkarni [42] is the final stage of the incident 
response process. It involves reviewing and analyzing the incident to determine necessary changes to 
the security program, such as adding additional controls. This phase is iterative, with insights from the 
follow-up phase informing the preparation and planning stage. This iterative process ensures 
organizations are continually prepared. 

Recent research indicates that the ISIRT often focuses on technological aspects during the follow-
up phase, with limited consideration of strategic management from a managerial perspective. Al-
Ahmari, et al. [43] observe that incident-based learning tends to be informal and ad hoc, with 
insufficient opportunities to apply lessons learned broadly. Current ISIR methodologies primarily focus 
on recommending improvements to security systems, often neglecting a comprehensive evaluation of 
the entire ISIR process. Riadi and Prayudi [37] argue that the response and post-incident learning 
phases are undervalued. 

In response to these challenges, Horne, et al. [44] conducted interviews and surveys with security 
and forensics professionals, recommending that ISIR practices incorporate formalized and structured 
learning processes. They highlight the need to integrate informal learning and tacit knowledge to 
enhance educational effectiveness. Horne, et al. [44] further explored issues within ISIRT and their 
impact on overall security functions, identifying inconsistent incident response methods, an 
unstructured information-sharing system, and an overemphasis on technical training at the expense of 
policy and risk considerations. To address these problems, Horne, et al. [44] propose a two-loop model 
for an event learning system designed to improve the efficiency and effectiveness of incident response 
practices. 

 
3.1. Limitations of the Study and Future Directions 

This research has significantly advanced the detailed examination of information security risk 
management and its connection to incident handling. However, it has certain limitations that may affect 
the study's generalizability. The primary limitation is that the qualitative approach used in the research 
might restrict the extent of quantitative analysis, making statistical inferences challenging. 
Consequently, future research should consider combining both quantitative and qualitative methods to 
achieve more comprehensive findings and address the potential limitations of each approach. Another 
limitation is the reliance on self-reported data collected through semi-structured interviews, which may 
introduce bias or inaccuracies. Therefore, future studies should employ alternative data collection 
methods to minimize potential bias and inaccuracies. These considerations should be considered in 
future research conducted on the same variables. 
 

5. Conclusion 
The research underscores the critical role of information security risk management in effective 

incident handling, examining its integration with incident response processes. The study evaluated 
whether current incident management practices align with industry standards. Findings indicate that 
developing a strong information security risk management system necessitates a comprehensive 
approach, following the Plan-Do-Check-Act cycle to enhance security posture and minimize business 
risks efficiently. The research highlights that integrating risk management with incident response is 
essential for a robust security framework, making these processes pivotal components of a broader 
cybersecurity program. Various organizational strategies for integration were identified, including 
combining risk assessment with incident response, fostering collaboration between security teams, and 
leveraging automation for swift detection and response to security incidents. These strategies ensure a 
seamless and consistent risk management and incident response process. The study also identified 
significant challenges in implementing information security risk management, such as organizational 
resistance to change, limited resources, lack of expertise, and regulatory compliance complexities. 
Overcoming these challenges requires leadership commitment, adequate budgeting for training, 
resource allocation, and fostering a security-conscious culture across the organization. Additionally, the 
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research explored diverse incident management techniques used by organizations, ranging from 
detection and containment to response and recovery. Methods include establishing incident response 
teams, implementing incident response plans, utilizing threat intelligence, and conducting post-incident 
analysis for continuous improvement. 

 

6. Recommendations 
To strengthen information security, it is important to start by raising awareness and providing 

strong training programs that focus on current threats. Training helps employees learn how to identify, 
respond to, and prevent security problems. Topics like avoiding phishing, creating secure passwords, 
and safely handling data should be included. Companies need to invest time and money to make sure 
these training programs are updated regularly to keep up with new cyber threats. Without proper 
training, employees may unknowingly create security risks for the organization. 

Another key step is creating and testing incident response plans. These plans guide how to act 
quickly and effectively during a security breach to reduce damage and recovery time. Regular testing, 
like practicing realistic attack scenarios, helps find weaknesses and improve response actions. For 
smaller companies, testing can take up valuable resources, but the benefits—like reduced downtime and 
financial losses during real incidents—make it worthwhile. 

Good security management also means connecting incident response with risk management 
processes. This connection ensures that risk evaluations help improve response plans. For example, if a 
risk assessment shows weak points, the response plan can be updated to address those areas. However, 
making this work may require teams to work more closely together and even change how the 
organization is structured, which can be difficult but necessary. 

Keeping an eye on threats in real time and using threat intelligence tools can help organizations act 
before risks turn into problems. Advanced systems, such as those using artificial intelligence, can 
monitor potential threats and provide early warnings. While these tools can be expensive and need 
trained staff to use them, they are essential for staying ahead of increasingly complex cyberattacks. 

Finally, working together with other organizations and sharing knowledge is very important for 
improving cybersecurity. Companies can share information about threats and learn from each other to 
create stronger defenses. Groups like industry alliances and public-private partnerships make this 
possible. However, companies may hesitate to share information because of concerns about privacy, 
competition, or reputation. Building trust and clear rules for sharing can help overcome these 
challenges. 

By focusing on these areas—training employees, preparing and testing response plans, connecting 
processes, monitoring threats, and collaborating with others—organizations can build a better and more 
flexible security system. This approach reduces risks and makes it easier to recover from future 
problems, protecting the company’s important resources and gaining trust from stakeholders. 
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