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Abstract: With the advancement of text mining and natural language processing technologies, 
sentiment analysis has found widespread application across various fields. However, current research 
often emphasizes binary or multi-class classifications, which fail to capture the full spectrum of human 
emotions. To address this issue, the valence-arousal (VA) model has been proposed but encounters 
challenges such as data imbalance and subjective labeling. This study presents a novel approach that 
integrates large language models with user evaluations and employs relevant augmented generation 
techniques to enhance data quality and consistency. In addition, the VA data is visualized to assess its 
utility in multidimensional sentiment analysis. Future research will focus on expanding the dataset and 
conducting in-depth analyses to further validate the proposed approach. 

Keywords: Data augmentation, Large language models, Retrieval-augmented generation, Sentiment analysis, Valence-
arousal. 

 
1. Introduction  

Text mining and natural language processing are essential in various industries, including customer 
feedback analysis, trend monitoring, and mental health tracking [1-3]. Among these applications, 
sentiment analysis has become a significant technology for understanding human emotions and 
supporting decision-making processes. Traditional sentiment analysis methods rely on binary or multi-
class classifications but often fail to capture the intricate spectrum of human emotions [4, 5]. 

  To address these limitations, the valence-arousal (VA) model has been introduced [6]. This model 
quantifies emotions across two dimensions: valence (the positive-negative axis) and arousal (the 
activation axis), thus providing a more nuanced framework for analyzing the complex nature of 
emotions. Despite its promise, the VA model faces significant challenges. Accurately quantifying 
emotions requires precise data labeling. However, the inherent subjectivity and complexity of emotions 
lead to considerable variations among individual evaluations [7]. This subjectivity threatens data 
consistency, negatively affecting model performance and scalability [8]. Furthermore, existing emotion 
datasets tend to be biased toward high-arousal emotions (e.g., anger, joy), whereas low-arousal emotions 
(e.g., calmness, sadness) are often underrepresented [9]. This imbalance restricts the ability of models 
to effectively learn and predict low-arousal emotions. 

  This study proposes an innovative approach that integrates user evaluations with large language 
models (LLMs) to tackle existing challenges. By combining user-provided sentiment scores with 
automated evaluations generated by LLMs, this methodology enhances data reliability and consistency. 
In addition, the incorporation of retrieval-augmented generation (RAG) techniques enhances the 
contextual robustness and reliability of sentiment evaluations performed by Lewis, et al. [10]. To 
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validate its effectiveness, the study visualizes VA data, uncovering distinct patterns such as V- and U-
shaped distributions [11, 12]. And focuses on optimizing model performance for broader applications. 

 

2. Valence-Arousal-Based Bata Processing and Optimization Methodology 
  This study introduces a robust methodology for generating highly reliable datasets through 

iterative VA evaluations and emotion reassessment processes, as illustrated in Fig. 1. The methodology 
incorporates the RAG model during the VA reassessment and emotion evaluation phases to enhance the 
consistency of evaluation results and address data scarcity challenges. This integration not only 
supports existing evaluation methods but also improves the overall quality of emotion datasets. The 
detailed steps of the proposed approach are systematically outlined and analyzed. 
 

 
Figure 1.  
VA evaluation work flow. 

 
2.1. Datasets 

 The original dataset was sourced from the AI Hub Wellness Dialogue Scripts, which contains 
approximately 20,000 sentences related to mental health counseling, annotated with 50 distinct emotion 
tags. This dataset features Korean language sentences, primarily predicted to exhibit low-valence 
emotional states [13]. The inclusion of these data ensures diversity and enhances the reliability of 
emotion analysis, providing a solid foundation for sentiment evaluation and related research applications. 
 
2.2. VA Evaluation 

In this approach, both self-assessment and LLM-based evaluation methods are utilized to assess VA 
scores with consistency and efficiency. 
 
2.2.1. Self-VA Assessment 

 Each sentence is subjectively evaluated for VA scores according to established VA guidelines (see 
Figure 2), following methodologies from prior studies [14]. Scores are assigned in increments of 0.5, 
and each sentence undergoes two consecutive evaluations to minimize variability. Following these 
evaluations, data with discrepancies exceeding a 0.5 threshold between the two scores is removed to 
ensure consistency in the labeling process. To confirm the reliability of the evaluations, the remaining 
data are then verified using a Cohen’s Kappa score of 0.8 or higher. Cohen’s Kappa is a statistical 
measure that assesses the consistency of a single evaluator’s labeling across repeated assessments, 
ensuring robust and reliable data [15]. Once verified, the final score for Self-VA assessment is 
calculated by averaging the retained data. 
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Figure 2.  
Evaluation guidelines. 

 
2.2.1. LLM VA Assessment 

The LLM ChatGPT-4 assesses VA scores by following the same VA guidelines used in the self-

assessment process. The model independently assigns scores within a range from −1 to 1, ensuring 
consistency with the established evaluation framework. This method produces a varied distribution of 
VA scores, capturing different emotional states and enabling a more comprehensive analysis of the 
emotional spectrum. The results of the evaluation are presented in JSON format (Fig. 3), which 
facilitates efficient data management and systematic analysis. 
 

 
Figure 3. 
JSON output. 

 
2.3. Consistency Judgment Agent 

 If the error between the Self- and LLM-VA assessments remains within 0.5, the data is deemed 
consistent and progresses to the next processing stage. However, if the error exceeds the 0.5 threshold, 
the corresponding sentence is flagged to undergo the VA reassessment phase to ensure accuracy and 
reliability. 
 
2.4. VA Reassessment 

 In this phase, the VA scores of data identified as inconsistent during the initial evaluation are 
reassessed. This process incorporates user evaluations, LLM evaluations, and existing emotion tags to 
enhance the robustness of the scoring. ChatGPT-4 is utilized to recalculate VA scores, employing 
prompts that include similar sentence data to capture subtle emotional differences and improve the 
accuracy of the initial evaluations (see Fig. 4). 
 



2990 

 

 

Edelweiss Applied Science and Technology 
ISSN: 2576-8484 

Vol. 9, No. 3: 2987-2992, 2025 
DOI: 10.55214/25768484.v9i3.5898 
© 2025 by the authors; licensee Learning Gate 

 

 
Figure 4.  
VA reassessment prompt. 

 
 Reassessment results undergo an additional consistency evaluation. In this phase, discrepancies 

between the Self- and LLM-VA evaluations are examined, and the reliability of each result is assessed 
based on supporting evidence. This process ensures that the reassessed data conforms to established 
standards for accuracy and reliability. 
 
2.5. Final Data Generation 

Data that successfully passes all consistency checks is used to generate optimized emotion datasets 
by combining sentence data with final VA evaluation results. The finalized data is systematically 
organized to ensure both reliability and efficiency, providing a strong foundation for emotion analysis. 
The optimized dataset improves the accuracy of emotion models and supports the development of 
consistent and reliable analytical processes. 
 

3. Emotion Data Analysis via VA Weights 
 A dataset was constructed following the proposed workflow, and VA values derived from weighted 

evaluations were visualized to analyze the emotional spectrum. The final dataset, which comprises VA 
scores from user assessments and ChatGPT-4 evaluations, was utilized to generate weighted average 
VA values using different weight combinations (0.5, 0.9). Fig. 5 presents the VA distribution generated 
from these weighted averages, where the X and Y axes representing valence and arousal, respectively. 
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Figure 5. 
Weighted evaluation metrics visualization. 

 
Previous studies have highlighted the challenges of capturing the full emotional spectrum in VA 

evaluations [16]. They have also noted the emergence of distinct patterns, including V- and U-shaped 
distributions, in the evaluation results[11, 12]. In this study, equal weights (0.5) applied to both user 
and model evaluations resulted in a balanced integration of subjective user assessments and model 
predictions, leading to a richer emotional spectrum. By contrast, when user evaluations were heavily 
weighted (0.9) relative to model evaluations (0.1) the results closely resembled the V- or U-shaped 
distributions observed in previous research. These findings illustrate the adaptability of weighted 
evaluation methods in influencing the balance between subjective judgments and model predictions. By 
adjusting the weight assignments, this approach enables a more extensive exploration of emotional data 
dynamics and provides a robust framework for customizing evaluation methods to meet specific 
research objectives. 
 

4. Conclusion 
  This study presents a VA-based data processing framework that integrates user evaluations with 

ChatGPT-4 using weighted methodologies to produce reliable and robust emotion datasets. The 
weighted evaluation approach reveals significant interactions between user and model assessments, 
which can lead to V- or U-shaped patterns when model evaluations are assigned higher weights. By 
effectively balancing subjective and automated assessments, this framework improves the reliability and 
diversity of emotion datasets, paving the way for advanced applications in sentiment analysis and 
emotional dialogue systems. Future research will focus on expanding the dataset to include high-valence 
regions and evaluating the performance of augmented datasets across various machine learning models 
to further enhance the analysis of complex emotional states. 
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